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ABSTRACT: We investigate the structure, topology, and
dynamics of liquid water at the interface with natively
hydroxylated (001) surfaces of InP and GaP photoelectrodes.
Using ab initio molecular dynamics simulations, we show that
contact with the semiconductor surface enhances the water
hydrogen-bond strength at the interface. This leads to the
formation of an ice-like structure, within which dynamically
driven water dissociation and local proton hopping are
amplified. Nevertheless, the structurally similar and isovalent
InP and GaP surfaces generate qualitatively different interfacial
water dynamics. This can be traced to slightly more covalent-
like character in the binding of surface adsorbates to GaP, which results in a more rigid hydrogen-bond network that limits the
explored topological phase space. As a consequence, local proton hopping can give rise to long-range surface proton transport on
InP, whereas the process is kinetically limited on GaP. This allows for spatial separation of individual stages of hydrogen-evolving,
multistep reactions on InP(001). Possible implications for the mechanisms of cathodic water splitting and photocorrosion on the
two surfaces are considered in light of available experimental evidence.

■ INTRODUCTION

Photoelectrochemical cells promise sustainable production of
hydrogen from water using solar energy.1 In these devices,
photogenerated carriers are responsible for driving the water
redox reaction at the interface between the semiconductor
electrode surface and an electrolyte solution.2−4 Of the
available semiconductor electrode materials, polar surfaces of
group-III phosphides currently show the highest reported
hydrogen evolution activity; however, the durability of the
electrode surfaces under operating conditions remains a
significant impediment.5−11 Efficient and stable operation of a
photoelectrode material depends on several factors, including
proper alignment of the band edges with respect to the redox
potentials of water. These tend to be highly sensitive to the
details of the semiconductor−water interface, which requires a
fundamental understanding of how water affects and is affected
by the surface states.1,3

Oxygen-derived adsorbates are known to appear on III−V
surfaces, even after surface cleaning.9,12−14 These inevitably
modify the surface states, even prior to photoillumina-
tion.8,14−19 For instance, the presence of native oxygen-derived
adsorbates on Ga/In-rich GaP(001) and InP(001) fundamen-
tally change the surface structure and chemistry when placed in
contact with water.20,21 This is primarily due to hydrogen-
bonding interactions, which play an especially large role when
liquid water is present. The surface modifications form the
subject of a forthcoming paper from our group,21 in which we
investigated metal-rich GaP/InP(001) surfaces in contact with
gas-phase and liquid water, considering both the pristine surface

and formation of a submonolayer native surface oxide. The
simulations suggested that the surface oxide would lead to
dense surface hydroxylation on either surface. Evidence of
surface hydroxylation was also observed in recent ultrahigh
vacuum experiments on epitaxially grown mixed-dimer
δ(2 × 4) GaP(001).22 Accordingly, hydroxyl-rich surfaces can
be considered an appropriate model for studying the
equilibrated interface of GaP/InP(001) with neutral-pH
water.21

In this paper, we show how natively hydroxylated InP(001)
and GaP(001) modulate the hydrogen-bond network structure
of interfacial water in qualitatively different ways, despite the
fact that the two surfaces are isovalent and have nearly identical
surface structures. This is particularly surprising in light our
report that the structure and chemistry of water-exposed
surface adsorbates on the two species are very similar.21 The
origin of the differences can be traced to subtly different
chemistry of the metal−oxygen bonds, which impacts hydro-
gen-bond strength and dynamics not just for surface-adsorbed
water, but throughout the first few water layers. The disparity in
the interfacial hydrogen-bond network dynamics has broad
implications for transport behavior, which in turn provides a
possible interpretation of macroscopically observable experi-
ments on GaP and InP electrodes for photoelectrochemical
hydrogen production. They also offer a fundamental study of
how small differences in model hydrophilic surfaces can
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modulate interfacial water structure and chemistry in
unexpected ways.

■ COMPUTATIONAL DETAILS
Car−Parrinello molecular dynamics simulations23 were run within the
canonical NVT ensemble using the Quantum-ESPRESSO code.24 A
fictitious electronic mass of 700 au and a time step of 12 au were used.
Deuterium was substituted for hydrogen to permit the larger values.
Accordingly, the term “hydrogen” should be assumed to refer to
deuterium throughout the text. Ultrasoft pseudopotentials25 were used
for all elements, and semicore d states were included in the valence
descriptions for indium and gallium. Cutoffs of 30 and 300 Ry were
used for the wave functions and charge density, respectively. The
Perdew-Burke-Ernzerhof (PBE) exchange-correlation functional26 was
adopted for suitable description of the hydrogen bonds.27

The semiconductor−water interface was generated using seven
semiconductor layers oriented along (001), with periodic boundary
conditions imposed. A (4 × 4) supercell with cell axes aligned along
[110] and [1 ̅10] was generated, with top and bottom layers identically
terminated to minimize spurious interactions between periodic images.
The In-/Ga-rich surface was used, since this termination is the most
favorable for oxygen adsorption18 and is therefore likely to exhibit
surface hydroxylation.21 A total of 1.65 nm of liquid water was
included, enough to approximate the ambient density of liquid water at
the point farthest from the two surfaces. In total, the initial supercell
configuration consisted of 112 semiconductor atoms, plus 48 surface-
adsorbed hydroxyl groups and ∼160 water molecules.
In order to select a suitable model for surface hydroxylation of

InP(001) and GaP(001), we relied on low-energy configurations and
coverages from our previous stability analysis,19 as well as our studies
of the products of water dissociation on oxygen-rich surfaces.20,21 The
models were constructed by combining surface M−[OH]−M bridges
along [1 ̅10] with M−OH dangling bond atop structures (1.5 ML
coverage). Details of the initial surface configuration, along with the
procedure used to equilibrate the interface prior to the production
runs, can be found in the Supporting Information.

■ RESULTS AND DISCUSSION
Network Formation and Composition. Water adsorp-

tion on InP(001) or GaP(001) in the presence of surface
oxygen or hydroxyl leads to the formation of interfacial
hydrogen bonds.20,21 Within the resulting surface O−H···O
complexes, the weakening of the O−H chemical bond and
strengthening of the O···H hydrogen bond results in low barrier
for Grotthuss-type local proton transfer,28 which we were able
to observe in the full dynamics of oxygen-adsorbed InP/
GaP(001) in contact with liquid water.20,21 Similar local
proton-hopping behavior has been theorized or observed in
the context of several other interfacial systems.29−38

Here, we report that local proton-hopping mechanisms
analogous to those reported for oxygen-adsorbed GaP/
InP(001)−water interfaces in ref 21 are also observed at the
interface with the hydroxylated surface. Whereas a bridge
oxygen is the proton acceptor in the former, the latter features
an atop hydroxyl group (M−OH) as the proton acceptor. The
reactions proceed either by direct proton transfer from a water
molecule adsorbed on a neighboring In/Ga site, or else by
proton transfer across a Grotthuss chain that involves one or
more liquid water molecules and an H3O

+ transition state. The
net result in this case is the formation of a new water molecule
at a different surface site, which conserves the total number of
water molecules. Schematically, the observed proton-transfer
reactions to a bridge oxygen site (from ref 21) and to an atop
hydroxyl site (based on this work) can be expressed as follows:

− + − − ↔ − + − −M M M M M MOH O OH [OH]2 (1)

− + − ↔ − + −M M M MOH OH OH OH2 2 (2)

Because an atop M−OH complex is both a product of the
forward reaction of eq 1 and a reactant in the forward reaction
of eq 2, dissociation products may promote further
dissociation.21 Eventually, under sufficiently dense adsorbate
coverage, the surface will nucleate the formation of a well-
defined interfacial hydrogen-bond network. In practice, thermal
fluctuations and reversible local proton transfer create a
dynamic equilibrium with the solvent environment. Accord-
ingly, component surface structures may include bridge oxygens
and molecular water, in addition to hydroxyl groups. The
average surface concentrations of each will be dictated by the
equilibrium interfacial properties, modulated by external factors
such as pH.
In order to identify and map the component structures

involved in hydrogen bonding, we examine the individual
spatial densities of oxygens with different numbers of attached
protons in Figure 1. In this way, we can distinguish between O,

OH, and H2O at the interface. Looking first at the overall
density of oxygen as a function of distance from the interface,
we isolate two regions of particular interest for further analysis.
The first region (L1) represents the surface adsorbate layer,
which can be further decomposed into bridge and atop
configurations by noting their direct correspondence with the
first two sets of oxygen-derived peaks in Figure 1. Categorizing
atop and bridge bonds separately enables us to confirm that a
lone surface oxygen occurs uniquely as a bridge bond
(M−O−M), water as an atop bond (M−OH2), and hydroxyl
as either configuration (M−[OH]−M, M−OH). The second
region (L2) is the first interfacial solvent layer, in which nearly
all oxygens exist as water molecules. Although we focus our
analysis on the L1/L2 region, we point out that clear
fluctuations in the oxygen density are observable beyond the
L2 boundary. This underscores the value of accounting for the
full solvation environment in lieu of a simpler model based only
on a L1−L2 water bilayer.
A well-defined boundary exists between L1 and L2 in Figure

1. This is similar to the behavior reported for other hydrophilic
systems, including SiC(001)39 and TiO2.

40 However, the
boundary is noticeably more pronounced for GaP than for
InP. In fact, we calculate zero oxygen density in the L1/L2
boundary region of GaP, meaning water molecules are never
observed to exchange between the surface adsorbate layer and

Figure 1. Density of O, OH, and H2O moieties as a function of
distance from the first full In-/Ga-rich layer in hydroxylated InP/
GaP(001). The total density of oxygen is shown as a dashed line.
Boundaries for the L1 and L2 regions are delineated by dotted lines.
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the solvent, once the interface has equilibrated. In contrast, the
L1/L2 interface for InP appears to be much more fluid.
Similarly, the gap between the atop and bridge hydroxyl

peaks of L1 in Figure 1 has a much deeper minimum for GaP
than for InP. The region between these peaks represents the
transition state between the atop and bridge bond types, which
occurs by breaking or forming one of the M−OH bonds in the
bridge. Accordingly, we infer that topological interchange of
atop and bridge hydroxyls is much less frequent for GaP. This is
examined more fully in the next section. The L1 and L2 layers
are also much narrower for GaP than for InP, as are the
distributions of oxygen density within each layer. Together,
these features support the interpretation of a more rigid, well-
defined network structure at the interface with GaP.
Within L1, where the identity of the surface species varies, we

can integrate over the peaks in Figure 1 to obtain the relative
likelihood of the bridge oxygen (M−O−M), atop hydroxyl
(M−OH), bridge hydroxyl (M−[OH]−M), and atop water
(M−OH2) bond types. The normalized fractions of each type
are shown in Table 1. We have also translated these values into
estimated differences in free energy ΔF at the given simulation
temperature, assuming the system is in equilibrium.

On the basis of the L1 concentrations in Table 1, it is
immediately evident that the M−[OH]−M bridge and the atop
M−OH comprise the primary building blocks of the hydrogen-
bond network at the surface. However, bridge oxygens and atop
water molecules also appear in non-negligible concentrations.
The importance of the solvent is implicit in the results: the
computed free energy differences of the bond topologies in
Table 1 have a spread that is much smaller than the reported
spread of zero-temperature energies in the absence of liquid
water19 (10s of meV, rather than 100s of meV). For example,
consider that the zero-temperature formation energy of an M−
[OH]−M bridge at the vacuum interface is lower than that of
an atop M−OH by 510 meV (300 meV) for InP (GaP) when
averaged over unique surface configurations in ref 19.
Nevertheless, when the finite-temperature solvent is included,
the atop M−OH features prominently, and the free-energy
difference becomes very small. This means that the degree of
solvent-driven stabilization depends on the bond type. In the
case of atop hydroxyl, preferential stabilization is likely traceable
to increased favorability for hydrogen bonding. This follows
from the atop hydroxyl being able to accept an additional
hydrogen bond, as well as its having less steric hindrance.
This apparent flatness of the free energy landscape (Table 1)

is aided by opposite heuristic trends in the solvation and
formation energies. Relying on the formation energies

calculated in ref 19 and ignoring interactions between
adsorbates or with a solvent, the general order of surface
adsorbate stability is −[OH]− > −OH ⩾ −O− > −OH2. If we
use the number of possible hydrogen bonds with the solvent as
an indicator of the solvation energy, this order is essentially
reversed: −OH2 (2 donors, 1 acceptor) > −O− (0 donors, 2
acceptors) = −OH (1 donor, 1 acceptor) > −[OH]− (1 donor,
0 acceptors). The competition between formation and
solvation energies makes all four topologies realizable in the
simulations, although changes in pH and temperature will shift
reaction equilibria to favor formation of certain complexes over
others.
Interestingly, significant differences are seen when comparing

GaP and InP in Table 1, which are signatures of fundamentally
different network compositions. For instance, in the case of
InP, the bridge and atop topologies appear with near-equal
likelihood, whereas for GaP, there is more than a two-to-one
preference for atop M−OH. This may be a factor in the more
rigid network for GaP in the L1 region, since atop hydroxyls
can also accept hydrogen bonds and generally interact more
strongly with the L2 solvent layer due to proximity. Another
difference is that the relative likelihood of finding lone surface
bridge oxygens not bonded to protons is nearly six times
greater for GaP than for InP. This suggests that GaP more
readily donates protons to the solution, and has a higher pKa.
The different surface concentrations of lone bridge oxygens has
possible implications for corrosion mitigation if these bridges
contribute to photocorrosion via hole trapping, as we have
previously postulated.19

Network Connectivity and Topology. In this section, we
discuss the static and dynamic topology of the hydrogen-bond
network. This provides insight that is not contained explicitly in
the time-averaged structure in Figure 1. For instance, a
topological map has the capability to distinguish between
hydrogen bonds formed within a layer, bonds formed to the
next outer layer, and bonds formed to the next inner layer.
Accordingly, we have calculated a full spatial density map of
hydrogen bonds, resolved by location of both donor and
acceptor oxygens, shown as planar-averaged density contours in
Figure 2a,b. We have also performed a similar analysis for the
density of hydrogen-bond breaking (Figure 2c,d), which gives a
measure of which types of hydrogen bonds are likely to break
or remain intact. In discussing Figure 2, we reintroduce the
notation L1 and L2 to refer to the adsorbate and first solvent
layer, respectively. Within L1, we additionally distinguish
between bridge bonds (L1-br) and atop bonds (L1-at).
The local maxima in a and b of Figure 2 represent the most

frequent donor−acceptor combinations for InP and GaP. As
expected, hydrogen bonds between L1 (bridge and atop) and
L2 are common (labeled A and B in the figure). Bonds between
two L1-at oxygens are also common (labeled C in the figure),
particularly for GaP. Overall, however, InP features a larger
number of local maxima, indicating greater variety in the types
of hydrogen bonds that can be formed. For instance, InP shows
hydrogen bonding between L1-br and L1-at, and even directly
between two L1-br bridges.
A comparison of the overall hydrogen-bond density contours

(Figure 2a,b) with the density contours of hydrogen-bond
breaking (Figure 2c,d) reveals some additional surprises. For
instance, hydrogen bonds from L1-br to L1-at break most
frequently for InP, despite the fact that the L1-br→ L1-at bond
is not a particularly prevalent bond type. For GaP, L1-at → L1-
at bond breaking entirely dominates, but to an even greater

Table 1. Relative Populations p of Oxygens in the L1 Region
of InP/GaP(001) Belonging to the Four Dominant Surface
Oxygen-Containing Bond Types

bond type
p on InP
(%)

ΔF on InP
(meV)a

p on GaP
(%)

ΔF on
(meV)a

M−O−M 1.7 +109 11.8 +51
M−[OH]−
M

40.5 +0 21.8 +30

M−OH 39.5 +1 51.4 +0
M−OH2 18.2 +28 15.1 +42
aEstimated free energy differences are calculated with respect to the
highest-concentration bond topology according to ΔF = −kBT ln (p1/
p2).
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degree than one might expect from an examination of the
overall density contours. This likely relates to the especially
high rate of proton exchange between neighboring L1−at atop
groups that we observe for GaP,21 which simultaneously breaks
hydrogen bonds. We also observe significantly enhanced
hydrogen-bond density for GaP between two L2 oxygens, as
well as from L2 oxygens to oxygens farther from the interface.
Both features have a relationship to the oxygen density peak in
the L2 region of Figure 1. In addition, both surfaces feature
higher densities of hydrogen-bond breaking near the interface
than in the bulk-like region (Figure 2c,d). This indicates that
the network dynamics at the interface are in general faster than
in the bulk liquid.
The area of phase space that is spanned by each of the local

wells in Figure 2 is physically related to the rigidity or fluidity of
the corresponding hydrogen-bond network component.
Comparing the contour maps for InP (Figure 2a) and GaP
(Figure 2b), it is immediately evident that the potential energy
surface for hydrogen bonds, as parametrized by donor and
acceptor position, is substantially flatter for InP than for GaP.
This is clear from the sharpness of the peaks in the density
profile of GaP, as well as the generally smaller area of phase
space that is associated with each. This implies that the
hydrogen-bond network in the interfacial region is significantly
more structured and rigid for GaP, similar to what we
concluded based on Figure 1. Some structure is even observable
in the density of GaP L2 oxygens donating hydrogen bonds to
layers farther from the interface.
The frequented regions of phase space in the interfacial

region (bonds involving only L1 and L2 donors and acceptors)
in Figure 2 are largely disconnected in the case of GaP but are
continuous for InP. Connectedness is related to the capability
of the hydrogen-bond network to interchange between
topologies. This can happen in one of two ways: either the
oxygen donor/acceptor migrates between layers (keeping the
network otherwise intact), or else a hydrogen bond of one
topology is broken and then reformed to an oxygen with a
different topology. Within the interfacial region, there is some
minor continuity between regions corresponding to L1 bridge
and L1 atop donors/acceptors for GaP. This is an artifact of the
interchange between bridge and atop hydroxyls, described
earlier in the context of Figure 1, and shows up less
prominently than for InP. Otherwise, any hydrogen-bond-
breaking and adsorbate reorganization events in the interfacial
region of GaP occur only within their originally defined
interfacial layer. This behavior is in sharp contrast to InP, which
demonstrates continuity between nearly all regions of the
interfacial hydrogen-bond configurational phase space. This
means hydrogen bonds at the InP/water interface, in addition
to their host oxygens, are being continually and fluidly
exchanged between layers. The topological fluidity of InP
over GaP is also clear in the hydrogen-bond-breaking contour
map (Figure 2c,d).
The surface dynamics of GaP and InP offer insight into the

underlying reasons for the different fluidities of the interfacial
hydrogen-bond networks. Two likely contributions are
illustrated in Figure 3. The first relates to the enhancement
of the hydrogen-bond strength of L1 donors, which turns out
to be larger for GaP than for InP. We can see this in Figure 3a,
which plots the vibrational density of states (VDOS) of
hydrogens in L1, as calculated by taking the Fourier transform
of the velocity autocorrelation function. Here we have focused
on the librational modes about hydrogen bonds, which

Figure 2. Planar-averaged density contours (Å−3) of hydrogen bonds,
indexed by the position z of the hydrogen-bond donor (HBD) and
acceptor (HBA) oxygens, measured perpendicular to the interface.
Panels (a) and (b) show the overall hydrogen-bond density for InP
and GaP, respectively; (c) and (d) show the density of hydrogen-
bond-breaking events. White space means zero density. L1-br and L1-
at refer to the bridge and atop peaks in Figure 1.
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dominate the spectrum below 1000 cm−1 and are a good
indicator of hydrogen-bond strength and rigidity. The spectrum
shifts toward higher frequencies when compared with the bulk-
like water region, indicating stronger hydrogen bonds for both
surfaces. However, the shift is noticeably larger in the case of
GaP, in agreement with its observed rigidity.
The second factor relates to the softness of the In-derived

surface modes, and to the corresponding strength and
covalency of the Ga−O bond with respect to the In−O
bond.19 This is illustrated in Figure 3b, which shows the
orientations of M−O bonds at the surface, measured with
respect to the surface normal. The distribution is bimodal, with
low- and high-angle peaks corresponding to component atop
(M−OH) and bridge (M−[OH]−M, M−O−M) structures,
respectively. The distribution for InP is much broader than for
GaP, indicating higher-amplitude oscillations. According to
Figure 3a, these oscillations are also lower in frequency,
indicating a softer and more fluid surface. Note that the low
likelihood of intermediate angles for GaP in Figure 3b translates
to fewer interchanges between atop and bridge structures,
consistent with our analysis of Figures 1 and 2.
We can quantify the range of topological phase space

spanned by the hydrogen-bond network dynamics by
introducing an index that measures the diversity of hydrogen-
bonding configurations across simulation frames. To do so, we
first introduce the adjacency matrix A to map the topology of
the hydrogen-bond network within a directed graph-theoretic
formalism.41 Oxygens in the system are indexed {1,...,N}, and
the element Aij of the N × N adjacency matrix is defined as one
if oxygen i donates a hydrogen bond to oxygen j, and zero
otherwise. Within this scheme, we can define a diversity index D
of the explored phase space as follows:

∑= − ⟨ ⟩ ⟨ ⟩
⎛
⎝
⎜⎜

⎞
⎠
⎟⎟D P Pexp ln

ij

N

ij ij
(3)

where

⟨ ⟩ =
⟨ ⟩

∑ ⟨ ⟩
P

A

A
ij

ij

ij
N

ij (4)

Here we have used angle brackets to denote averages over
equilibrated simulation frames. We applied the definition in eq
3 separately to the donor−acceptor pairs within each interfacial
region (e.g., L1 or L2) by including only those pairs in the
calculation of ⟨Aij⟩.
Equation 3 is directly derived from the Shannon entropy in

information theory, which measures the self-information
content of a data set (see ref 42 for details). Roughly speaking,
D is related to the minimum number of state variables required
to uniquely describe the topology of the hydrogen-bond
network. Physically, it relates both to the size of the topological
phase space explored during the simulation, and to the
uniformity of that phase space exploration. D will trend toward
smaller values for networks of low topological diversity (sparse,
nonuniform A) and larger values for networks of high
topological diversity (dense, uniform A). The definition of D
is advantageous in that it maps the efficiency of phase space
exploration not only between successive interfacial layers, but
also within each layer.
Table 2 shows the computed values of D for all combinations

of hydrogen bonds donated and accepted by the L1 or L2

regions. As expected, InP shows significantly higher topological
diversity. This confirms that the topological phase space
explored by the interfacial hydrogen-bond network of InP is
much broader than for GaP, and that the exploration is
relatively efficient and uniform across topological configura-
tions.
According to Table 2, the largest average difference between

GaP and InP is seen for bonds wholly within L1. In this case,
the value of D for GaP is particularly low, implying that the
system shows very little topological variability. This is likely an
artifact of the rigid atop−atop bonds for GaP, where repeated
proton transfer induces hydrogen-bond breaking with very
limited exploration of the phase space (see Figure 2d).
Significant differences between GaP and InP are also seen for
L1 → L2 and L2 → L2 bonds. This means that GaP is poor at
exchanging hydrogen bonds and water molecules between the
surface network structure and the solvent, whereas InP does so
with much greater ease.

Network Dynamics and the Role of the Solvent. The
previous sections have focused largely on characterizing the
time-averaged properties of the hydrogen-bond network. We
turn now to a schematic overview of the reaction mechanisms
for hydrogen-bond forming and breaking near the interface,
information about which is implicitly contained in the average
contours of Figure 2. These reactions are typically connected to
motifs in the hydrogen-bond network that topologically
connect In/Ga surface atoms. These motifs involve L1 surface
adsorbates of the types shown in Table 1 as well as L2 solvent
molecules, and comprise the key building blocks for the

Figure 3. (a) Vibrational density of states (VDOS) for hydrogen
atoms in the L1 interfacial region of OH-adsorbed InP(001) and
GaP(001), compared with atoms in the bulk-like water region farthest
from the periodic surface images. (b) Distribution of the orientation of
M−O bonds on OH-adsorbed InP(001) and GaP(001), measured as
the polar angle with respect to the surface normal direction.

Table 2. Calculated Values of D for Oxygen Donor/Acceptor
Combinations in the L1 and L2 Interfacial Regions of
Hydroxylated GaP(001) and InP(001)a

bond type InP(001) GaP(001)

L1 → L1 68 15
L1 → L2 67 31
L2 → L1 46 32
L2 → L2 104 48

aFor reference, the computed value of D in the bulk-like water region
is 324.
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continuous, quasi-2D network that exists at the interface. They
also form the backbone within which the local proton-transfer
reactions in eqs 1 and 2 take place.
We begin by considering only those composite structures

derived from surface hydroxyl groups in L1 (bridge and atop),
since these occur with the highest frequency and exhibit the
most diverse topologies. Direct inspection of the network
dynamics allows us to identify four unique classes of hydroxyl-
based component superstructures that topologically connect
surface In/Ga atoms: hydrogen bonding between adsorbates;
shared hydrogens in a Zundel-like structure; Grotthuss chains
involving L2 solution molecules; and direct bridging with a
single adsorbate. Examples representing each class are shown in
the lettered diagrams of Figure 4. For complexes a and c, the

atop hydroxyls are often substituted by bridge hydroxyls
oriented into the plane of the paper. Complexes c and d occur
preferentially along [110] and [1 ̅10], respectively, which
suggests that network reorganization and proton transfer
behavior may not be isotropic. Note that structures analogous
to those in Figure 4 have been reported on other hydrophilic
surfaces following water dissociation, including oxides,34,43,44

metals,36 and III−V semiconductors.37,45

The difference in fluidity of the GaP and InP hydrogen-bond
networks becomes especially relevant when considering
possible interconversion between the four types of complexes
shown in Figure 4. As a general rule, interconversion requires
dynamic exchange of H, OH, or H2O between the surface (L1)
and the solvent (L2) environments (examples of solvent
exchange reactions for InP are shown in Figure 4). Given that
L1↔L2 interlayer solvent exchange is rare (or forbidden) at the
structurally rigid GaP−water interface, such interconversion
reactions are observed only in simulations of the more fluid InP
network.
As already discussed, the hydroxyl elements in Figure 4 may

be dynamically converted into surface oxygen or water via local
proton transfer. In this case, an atop hydroxyl (M−OH) accepts
a proton (Brønsted−Lowry base) to become surface-adsorbed
molecular water (M−OH2), and a bridge hydroxyl

(M−[OH]−M) donates a proton (Brønsted−Lowry acid) to
become a bridge oxygen (M−O−M). This type of local proton
transfer need not involve solvent exchange, and is therefore not
forbidden by the comparatively rigid structure of the GaP−
water interface. Rather, the rigidity of the GaP network
statistically enhances local proton transfer, with local O−H
bond-breaking events occurring roughly twice as frequently for
GaP as for InP. This is likely due to a combination of longer
average lifetime of highly aligned Grotthuss chains for GaP
(Figure 4c), as well as a decreased exchange barrier due to
stronger average hydrogen bonding.
The kinetics of hydrogen-bond network reorganization and

local proton transfer appear to be in competition: the fluid
network of InP favors the former, while the rigid network of
GaP favors the latter. Nevertheless, InP still exhibits relatively
facile site-to-site hydrogen transfer events, whereas GaP shows
extraordinarily limited network reorganization capability and
kinetics, especially within L1. In this regard, InP strikes a more
favorable balance between the two factors. Accordingly, one
should expect that local proton hopping should translate to
rapid, long-range surface hydrogen transport on InP(001),
provided adsorbate concentration becomes high enough to
topologically connect the surface hydrogen-bond network. In
contrast, local proton hops on GaP will be confined to a small
region of phase space, preventing facile long-range transport.
This is an instance in which minor differences in surface
electronic structure generate qualitatively different macroscopic
behavior.
The high observed frequency of interfacial chemical- and

hydrogen-bond breaking, combined with the efficiency of the
topological phase space exploration (Figure 2), point to
significantly enhanced proton conduction within the L1 and
L2 regions of the InP(001)−water interface. We note that
similarly enhanced proton conduction with respect to bulk
water has been documented for hydroxylated SiO2.

44,46,47

Possible implications of this enhancement are discussed in the
next section.
To identify what environmental factors motivate surface

proton transport in the InP(001) simulation, we isolated frames
in which a surface-adsorbed water molecule is undergoing
dissociation. The local surroundings of the dissociating water
were then analyzed and compared with intact surface-adsorbed
water. We found a clear correlation between decreased distance
to the nearest solvent water molecule and propensity for
dissociation, as shown in Figure 5. Notably, the shortened
water−water intermolecular distance appears prior to the
dissociation event itself: the distribution in Figure 5 remains
qualitatively unchanged if we examine frames up to 50 fs prior
to O−H bond breaking. This means that instantaneous solvent
environments featuring unusually close intermolecular water
distances (shortened by ∼0.3 Å) are significantly more likely to
induce hydrogen transport. A similar correlation exists for
Grotthuss diffusion in liquid water, which is likewise controlled
by fluctuations in the instantaneous local network structure.28

Repeating the analysis of Figure 5 for the nearest surface
indium atom did not reveal any structural correlation.
Accordingly, the surface may weaken the O−H bond, but it
is the solvent environment which is most important at
determining proton hopping.

■ POTENTIAL IMPLICATIONS
We begin by summarizing our results on the different
dynamical properties of the InP(001)−water and GaP(001)−

Figure 4. Schematic illustrations of four hydroxyl-involving surface
configurations that bridge neighboring M sites, found in the course of
the dynamics simulations of InP/GaP(001). Mechanisms by which the
InP surface interchanges these configurations are shown alongside the
arrows, with the red atoms coming from L2 → L1 (solvent layer−
adsorbate layer) exchanges. These exchanges are allowed for InP but
kinetically inhibited for GaP.
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water interfaces, once native surface hydroxylation has been
taken into account. Driven by the water-dissociation and
proton-transfer reactions in eqs 1 and 2, the hydroxyl adsorbate
concentration on both substrates will increase in the presence
of surface oxygen until a well-defined hydrogen-bond network
is formed, and the interface enters a dynamic equilibrium with
the solvent environment. However, the nature of this
equilibrium differs significantly between GaP and InP, as
evidenced by the different average surface compositions (Table
1). It is also evident in the dynamical fluctuations among
different compositions and topologies, which tend to be much
greater for InP. Both surfaces exhibit rapid surface hydrogen
transfer between nearby In/Ga sites, aided by a weakening of
O−H chemical bonds and a strengthening of O···H hydrogen
bonds at the interface. However, for GaP(001), the dynamics of
surface hydrogen is largely limited to frequent local hopping
events, due to the kinetic barriers associated with reorganiza-
tion of the stiff interfacial hydrogen-bond network. On the
other hand, InP(001) exhibits facile, solvent-driven network
reorganization and rearrangement (Figures 2 and 4). The
InP(001)−water interface is therefore characterized by fluid,
collective surface hydrogen transport, as well as continual
exchange of H/OH/H2O with the solvent. In the following
sections, we re-examine the differences between GaP and InP in

view of their use as photoelectrochemical electrodes, as
manifested in the hydrogen evolution and photocorrosion
reactions.

Kinetics of Hydrogen Evolution. We use our results to
speculate about the probable kinetics of the overall hydrogen
evolution reaction (HER), including which steps are likely to be
rate limiting. Our discussion is framed in the more specific
context of the Volmer/Heyrovsky/Tafel process (eqs 5, 6, and
7), which is generally thought to underlie electrochemical
hydrogen evolution.48 In this model, the Volmer process (eq 5)
first transfers an electron to an adsorbed proton. The reaction
then proceeds either via the Heyrovsky process (eq 6) or the
Tafel process (eq 7). In the Heyrovsky process, a proton is
donated from the solvent to an adsorbed hydrogen atom, which
is coupled to an electron transfer reaction to form H2. In the
Tafel process, two adsorbed Volmer hydrogens combine via
surface diffusion to form H2.

+ →+ −eH H(aq) (ads) (5)

+ + →+ −eH H H(aq) (ads) 2 (6)

→2H H(ads) 2 (7)

In the context of the Volmer/Heyrovsky/Tafel process, the
capability for fast surface proton transport has two potential
benefits. First, it could lower the barrier for a purely transport-
limited processnotably, the surface diffusion of hydrogen
atoms as a precursor to the Tafel step (eq 7). Second, it could
permit the H2 formation site to be spatially separated from the
Volmer site. This will be advantageous for either the Heyrovsky
(eq 6) or Tafel (eq 7) processes if the kinetics of H2 formation
is site dependent, and more favorable away from the Volmer
site.
On the pristine surface (without a surface catalyst), H2

formation probably occurs via the Heyrovsky process (eq 6),
as is common for semiconductors when unaided electron
transfer is relatively inefficient.49,50 In this case, the rate-limiting
step at the semiconductor surface will be the proton-coupled
electron transfer from the solvent to the hydrogen adsorbate.
Enhanced surface conductivity would therefore probably not
play a role.
However, metal surface catalysts are generally deposited on

III−V photocathodes to enhance reaction kinetics.5,15,51,52 It is
known that the catalyst lowers the onset potential of the HER,

Figure 5. Distribution of oxygen−oxygen distances between adsorbed
water (L1) on InP(001) and neighboring water molecules in solution
(L2). The red line is for interfacial water molecules that break or form
O−H bonds (forming OH− or H3O

+), sampled 10 fs prior to the
bond-breaking/-forming event. The black line is averaged over all
remaining frames. Arrows indicate the first density peak.

Figure 6. (a−b) Possible additional HER reaction mechanisms on InP(001), activated by surface hydrogen transport when an efficient Pt
electrocatalyst is present. In these mechanisms, subsequent steps of the HER are spatially separated, with the catalyst improving the kinetics of either
(a) the Volmer reaction (eq 5; Mechanism B in the text) or (b) the Tafel/Heyrovsky reaction (eqs 6 and 7; Mechanism C in the text). (c) Proposed
self-healing mechanism on hydroxylated InP(001), in which a dangling bond (green) is passivated by the surface-diffusing species. The same proton-
shuttling process can also charge-compensate for the buildup of a δ+/δ− potential difference arising from surface inhomogeneity. (d) Alternatively,
charge compensation can occur via the competing mechanism of galvanic corrosion, in which electrons flow from ionized semiconductor atoms.
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implying that it acts as a current collector for improved electron
transfer kinetics.15,53,54 This also leads to improved surface
stability of Pt-decorated InP, since current is drawn away from
carrier-trapping sites.15,55 However, its role in each of the
specific reaction steps of the HER at the semiconductor surface
is less well understood.
A possible assumption is that all steps of the HER occur

directly at the catalyst surface (Mechanism A). However, this
appears to conflict with the fact that the Tafel slope of
platinized p-InP(001) matches closely with the that of the
uncatalyzed semiconductor but is very different from metallic
Pt.56−58 It is therefore likely that the semiconductor plays a
more direct role in the HER mechanism. Accordingly, we also
consider the possibility that the H2 formation site can be
spatially separated from the Volmer site. In this case, two other
mechanistic possibilities emerge: the Volmer step could occur
predominantly at the catalyst surface, with subsequent steps
occurring on the semiconductor surface (Mechanism B), or else
vice versa (Mechanism C). These latter two mechanisms are
illustrated schematically in Figure 6a and 6b. If either one is
relevant, then it is easy to imagine that surface proton transport
on InP(001) would significantly enhance the HER reaction
rate.
Let us first explore the possibility that the Volmer step (eq 5)

occurs at the catalyst, but that subsequent steps (eq 6 and 7)
occur on the semiconductor surface (Mechanism B). Notably,
this is the same hydrogen spillover-assisted H2 mechanism that
was recently reported for a hydroxylated SiO2/Si junction with
a surface catalyst,59 consistent with previous reports of a key
HER step associated with hydrogen-bonded silanol at the
semiconductor/solution interface.60 On InP, Tafel slope
measurements suggest that the Volmer step (eq 5) is probably
rate limiting on pristine surfaces if no catalyst is present.58

Because efficient electrocatalysts such as platinum tend to have
low Volmer reaction barriers,48,61 this supports Mechanism B.
In this case, if surface hydrogen transport is kinetically
inaccessible, as our simulations indicate is the case for GaP,
then H2 formation will be similarly confined to the catalyst site.
On the other hand, on InP the adsorbed hydrogen might be
transferred to the semiconductor surface, where it can diffuse to
a low-barrier surface site for H2 formation.
However, if the Volmer step (eq 5) is coupled to the

dissociative adsorption of water (e.g., at high pH), then the
barrier might be very different in the presence of native oxygen-
derived surface adsorbates.9,12−14,18 Specifically, the favorable
kinetics of water dissociation on these sites (e.g., via eqs 1 and
2) means a metal surface catalyst would not be required for the
Volmer stage. This supports the idea that the later stage of the
HER are instead catalyzed by the metal, likely aided by a low
hydrogen diffusion barrier on the catalyst surface48 (Mechanism
C). Here, surface hydrogen transport again becomes relevant. If
it is kinetically accessible, as is apparently the case for InP, then
adsorbed hydrogen from water dissociation at the oxidized
semiconductor site can be shuttled to the semiconductor−
catalyst interface. H2 formation will then occur on the metal
(e.g., via the Tafel process on Pt48,61).
If Mechanism B or C is correct, then our interpretation may

help to explain why GaP does not show the same performance
enhancement as InP upon addition of a platinum surface
catalyst.14,51 Our proposal is also consistent with various other
established experimental results on InP. One of these is the
improved performance of InP photocathodes in acidic
electrolytes, where surfaces are more likely to be protonated

and hydrogen-bond networks can form.51,54,62 Similarly, it helps
explain photovoltage improvements upon exposure of air-
oxidized InP photocathodes to hydrogen-rich environments, as
well as the reversal of such trends upon re-exposure to oxygen
or application of positive potentials that strip away surface
protons.51,63,64 In addition, our proposal is consistent with the
fact that increased areal catalyst density does not necessarily
improve hydrogen evolution performance on InP.15,51

Corrosion. When a thin surface oxide is present, catalyzed
InP has been shown to operate stably in an aqueous
electrolyte.7,15,17,62,65,66 However, oxidized GaP does not
generally exhibit the same self-passivation behavior.14 Similarly,
decomposition products of the GaInP2 alloy tend to be Ga-rich
and In-poor.9 The choice between the chemical pathways of
corrosion/dissolution and passivation will depend on the
thermodynamics and kinetics of the relevant processes during
device operation. In this regard, we can extract clues from key
differences between GaP and InP that we directly observe in
the dynamics simulations.
First, the possibility of rapid, long-range surface hydrogen

transport in InP(001) makes it especially easy to passivate any
dangling-bond surface states with hydrogen. This is because the
hydrogen does not need to be provided directly at the dangling-
bond site, but can instead be quickly shuttled from any available
reaction site. This offers a possible self-passivating mechanism
by which the InP surface could heal itself, as shown in Figure
6c. Our results suggest that this same mechanism would not be
readily observed on GaP, where surface transport is kinetically
limited.
Second, if surface inhomogeneity causes an uneven

distribution of charge buildup within the electrode, then
surface proton shuttling can also serve to quickly regulate and
offset the resulting potential difference. Such a potential
difference could result from one surface region becoming rich
in charged dangling-bond states or component semiconductor
atoms with an altered oxidation state. Placed in the context of
surface corrosion resistance, this means that a surface protonic
current (Figure 6c) may be able to replace a corrosion-inducing
electronic current (Figure 6d), thereby stabilizing the surface.
We can illustrate this more specifically in the case of p-InP,

for which photocorrosion in the absence of an oxide layer is
thought to occur via a two-step process.55,67 The first step is a
cathodic process involving the release of PH3, which causes In0

metal to inhomogeneously agglomerate at the surface. In a
subsequent anodic process (driven by photogenerated holes or
by the resulting surface potential difference), the surface In0 is
oxidized to In3+ and dissolved. According to our results, the
presence of a thin surface oxide would hydroxylate the surface
and enable fast proton shuttling on InP(001). This could offset
the surface potential difference with protons in lieu of electrons
and holes, thereby arresting corrosion. The competing
processes are illustrated in c and d of Figure 6.
Third, our simulations suggest that GaP(001) is energetically

much more likely to have exposed surface M−O−M oxygen
bridges than InP(001) (Table 1). Strained oxygen bridges lead
to hole traps and recombination sites under illumination, and
have been proposed as possible nucleation sites for photo-
corrosion.19 Although this mechanism has yet to be verified
experimentally, it suggests that higher native concentrations of
exposed oxygen bridges at the GaP(001)−water interface
would correspond directly to higher corrosivity. It also means
that environments that facilitate protonation of surface oxygen
bridges should exhibit improved passivation, which may
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contribute to reported improvements in corrosion resistance in
acidic electrolytes.51,54,62

Because corrosion mitigation remains a goal for the
development of reliable III−V semiconductor photocathodes,
we can use our insights to propose a basic criterion for
maintaining surface integrity. In particular, the formation of a
fluid hydrogen-bond network with the capability for long-range
hydrogen transport should be prioritized. This provides a
mechanism for self-healing of surface imperfections and
potential differences. However, in tuning the surface chemistry,
one also needs to consider the trade-off between the strength of
the interfacial hydrogen-bond network and that of the
interfacial O−H chemical bonds. Since favorable kinetics for
local proton transfer and network reorganization are both
necessary for long-range transport, there should be an ideal
window of intermediate interfacial hydrogen and chemical bond
strengths that should be targeted by electrolyte or electrode
surface engineering.
Finally, if strained oxygen bridges are nucleation sites for

surface decomposition under illumination, then we could use
chemically or mechanically induced local surface compression
for surface stabilization. Lattice strain may be an underlying
contributor to the higher corrosivity of GaInP2 compared to
GaP,11 since the larger lattice constant of GaInP2 with respect
to GaP would generally induce local tensile strain in surface
Ga−O bonds. This hypothesis could be tested by changing the
growth substrate to compress the surface, for instance. One
might also accept the presence of oxygen bridges but ensure the
grown oxide is sufficiently uniform and defect free so as to
prevent buildup of any strain or potential differences that lead
to corrosion.

■ CONCLUSIONS
In conclusion, we have used ab initio molecular dynamics
simulations to investigate how the properties of water are
modified at the interface with natively hydroxylated InP(001)
and GaP(001). For both surfaces, the interface is stabilized by
strong hydrogen bonding with water, causing formation of an
ice-like structure in which proton hopping is enhanced. Despite
similar electronic structures, InP and GaP exhibit fundamentally
different interfacial structure and dynamics. For InP(001), the
water hydrogen-bond network is significantly more fluid, which
permits facile topological reorganization in a way inaccessible to
GaP(001). Accordingly, local proton hopping can give rise to
rapid long-range surface shuttling of hydrogen. This same
shuttling is kinetically unfavorable for GaP(001) due to the
relative stiffness of its hydrogen-bond network. The significant
differences between the two surfaces turn out to be an
unexpected consequence of slightly more covalent-like
character in the Ga−O surface bonds.
The possibility of long-range surface hydrogen transport at

the InP(001)−water interface activates additional mechanisms
in which different stages of multistage surface reactions can be
spatially separated. This makes additional surface reaction sites
available for both hydrogen evolution and corrosion mitigation.
Accordingly, fast surface hydrogen transport may enhance
hydrogen evolution by permitting the proton adsorption and
H2 desorption steps to be physically separated (e.g., on the InP
surface and Pt catalyst). In the case of the corrosion reaction,
this same surface transport may contribute to the corrosion
resistance of surface-oxidized InP by allowing for rapid
passivation of dangling bonds and offset of surface potential
differences that need not be local to the adsorption site. We

show that in several instances, the possibility of spatially
separated reaction stages is consistent with experimental
observations.
In light of our models, we suggest some broad strategies for

enhanced hydrogen evolution and mitigation of surface
corrosion. These include the deliberate formation of a surface
hydrogen-bond network with properly tuned binding strength;
the engineering of chemically or mechanically induced local
compressive lattice strain; and the intentional growth of a
carefully controlled surface oxide with minimal defects. We
hope that these suggestions will aid future efforts toward
improved durability and performance of III−V-based photo-
electrodes. We point out that using surface transport to enable
mechanisms in which components of a multistep reaction can
be spatially separated allows the component reactions to be
independently tuned. This could open up additional engineer-
ing possibilities for electrocatalytic and photocatalytic devices.
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